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Precedent and Doctrine in a Complicated World
STEVEN CALLANDER Stanford University
TOM S. CLARK Emory University

Courts resolve individual disputes and create principles of law to justify their decisions and guide
the resolution of future cases. Those tasks present informational challenges that affect the whole
judicial process. Judges must simultaneously learn about (1) the particular facts and legal impli-

cations of any dispute; (2) discover the doctrine that appropriately resolves the dispute; and (3) attempt
to articulate those rules in the context of a single case so that future courts may reason from past cases. We
propose a model of judicial learning and decision making in which there is a complicated relationship
between facts and legal outcomes. The model has implications for many of the important questions in
the judicial process, including the dynamics of common law development, the path-dependent nature of
the law, and optimal case selection by supervisory courts.

Democratic governance usually entails a system
of institutions working in tandem to construct
policy. In most modern democracies, courts are

an important element of those institutions. The mi-
crolevel processes that underlie the distinct functions
of law-making institutions have been extensively stud-
ied, especially the particular forms of policy making
that each institution undertakes. The way courts make
policy, though, is different from other institutions be-
cause judicial policy is made through the resolution of
discrete cases, one at a time, rather than through the
articulation of globally applicable policies. This obser-
vation has served as a starting point for many theories
of rule construction and judicial politics (e.g., Cameron
1993; Cameron, Segal, and Songer 2000; Carrubba and
Clark 2012; Friedman 2006; Kornhauser 1992a; 1992b;
Lax 2007).

That judicial policy is made via the resolution of in-
dividual cases is important in part because the rules
judges construct are themselves bound up with the fac-
tual scenarios giving rise to the cases. Indeed, the deep
interconnection between factual scenarios and legal
rules is a problem inherent in common law adjudication
(Stein 1992), as it creates possible indeterminacy of
the law in factually distinct cases and creates room for
disputing the relevance of past decisions for resolving
new cases. Further, the principles of precedent and stare
decisis, underlying common law adjudication, require
existing rules be respected and applied only in factu-
ally similar future cases (Levi 1949). Yet the practical
realities of the world mean that truly identical disputes
rarely arise, and the fact-bound nature of judicial in-
quiry means that even higher-court judges themselves
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cannot be sure exactly how certain fact patterns should
be resolved without observing those facts closely in the
context of a real-world case.

This creates challenges at each level of the judicial
hierarchy. For lower-level courts, the challenge is how
to use precedent and doctrine in cases that are similar
yet different to precedent and for which guidance of
higher courts is absent. The predominant method in
practice is to use analogy to reason from precedent
to factually distinct cases (e.g., Sherwin 1999; Sunstein
1999), although how to reason appropriately is frustrat-
ingly vague, and the logical foundations of the practice
unclear, facing a long-standing challenge from legal
theorists concerned about practical limitations to ana-
logical reasoning (e.g., Cross 2003).

For higher-level, supervisory courts, the challenge is
how to formulate doctrine to guide lower-level courts
across the full spectrum of possible case facts from
a relatively small sample of actual cases heard, and
through judgments that are themselves inextricably in-
terwoven with the facts of the specific case at hand (see
also Ellison and Holden 2014; Jordan N.d.). In turn,
this points to the deeper strategic problem of how the
higher-level court uses its discretionary jurisdiction to
select optimally which cases to hear. Unfortunately,
most of the theoretical research on case selection has
focused on nondoctrinal features of cases or features
not directly related to these challenges (cf. Caldeira and
Wright 1988; McGuire 1994; Perry 1991; Ulmer 1972).
Knowing how courts use the resolution of individual
cases to learn about and communicate authoritative
doctrine, however, is critical to understanding the nor-
mative position of those courts in a democratic polity.

In this article, we develop a model of judicial learning
and communication that speaks directly to the prob-
lems of legal rule writing, judicial decision making, and
case selection in the world of uncertainty. The central
tension we investigate concerns the court’s uncertainty
about how different factual scenarios will manifest and
the challenge that presents for a superior court in pick-
ing cases through which to articulate its doctrine. Our
model relaxes a core assumption of many models of
legal rule-making: that judges can easily order case
facts and simply need to articulate doctrine that in-
structs lower courts and external actors how to resolve
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future cases (e.g., Cameron 1993; Kornhauser 1992b;
Lax 2007; 2011). By contrast, we conceive of the map-
ping from case facts to legal outcomes as a complicated
mapping about which the courts are uncertain. To do
so, we adopt the technology of Brownian motion pre-
viously used to study complex policy in other contexts
(Callander 2008; 2011). This representation captures
the richness of the law in practice as case facts map in
a nonlinear, and unknown, way to legal outcomes.

Our results demonstrate how this complex infor-
mational environment drives decision making at all
levels of the judicial hierarchy. We show that, in our
model, optimal adjudication by lower courts proceeds
via analogical reasoning, thereby establishing a logi-
cal foundation underneath this widespread practice in
legal reasoning. We turn then to the behavior of higher-
level, law-finding courts and show how they optimally
respond to the use of analogy by lower level courts. We
establish why the law must be created case by case and
demonstrate the limits of overarching legal rules. We
describe what makes a case more or less useful when
building a body of law and use this to characterize
the properties of optimal case selection by the higher
court. In contrast to conventional wisdom, we show
that the case selected is almost surely neither the case
that is the “closest call” with respect to which party
should win nor the case that is most dissimilar from
past precedents and thus the most novel. We then turn
to aggregate characteristics of the law and show how
the law evolves over time in a path-dependent fashion.
This path dependence is marked by increases but never
decreases in the complexity of law, legal carve-outs in
adjudication, and an evolution of doctrine that is logical
yet difficult to predict.

The remainder of the article proceeds as follows. We
begin with a description and motivation of our concep-
tion of the legal environment. We relate the Brownian
motion representation to other formal approaches to
the study of legal uncertainty, as well as to previous
applications of its use. We present our formal results
on analogical reasoning in judicial decision making,
optimal case selection, and the path dependence of the
law and then discuss the empirical implications. We
conclude by pointing to several loose ends and other
opportunities for further exploration of the model and
results.

MODELING THE LEGAL ENVIRONMENT

Facts and Legal Outcomes

The primary job of courts is to take cases, characterized
by particular factual scenarios, and dispose of them into
mutually exclusive dispositions, such as guilty or inno-
cent, liable or not liable, etc. (e.g., Kornhauser 1992b).
This task is not as easy as it sounds. One particular
difficulty is that the language of cases and facts is dif-
ferent from the language of the law. To take a stylized
example on which we rely throughout, consider search
and seizure law. The Constitution prohibits “unreason-
able” searches. Thus, the dimension along which judges

must evaluate searches is their reasonableness, which
can be thought of as a “legal fact.” However, cases are
characterized by real-world facts, such as the location
of the search, the circumstances under which it took
place, the extent of the search, etc. (This distinction
between real-world and legal facts has been empha-
sized by Friedman (2006)) Exactly what constellations
of real-world facts constitute unreasonable searches is
a primary challenge for courts seeking to apply the law
and is the source of complexity we study.

Put most simply, judges may be able to roughly order
cases ex ante along a dimension of real-world facts, but
there exists considerable uncertainty in the mind of
an open-minded judge about what she would conclude
about the reasonableness of a search until she actually
reviews a case entailing such a search.1 Thus, a primary
source of uncertainty for judges, and a challenge for
the judicial process, is distilling the relevant real-world
facts of a case and translating them into a legal out-
come.

It is this rich uncertainty that the Brownian motion
representation is intended to capture. To be concrete,
consider the setting familiar from the case-space ap-
proach to judicial decision making (e.g., Cameron 1993;
Kornhauser 1992b), in which case facts and judicial out-
comes are represented spatially. In this model, judges
choose partitionings to divide the fact space into a di-
chotomous “disposition space.” This model is depicted
in the bottom panel of Figure 1. To continue the search-
and-seizure example, the x axis in this figure represents
the “intrusiveness” of a search, and the partitioning is
between searches a judge finds acceptable and those
she finds too intrusive. Implicitly, the model assumes
judges can ex ante perfectly order all searches along
the intrusiveness dimension, such that the distinction
between real-world facts and legal facts plays no role.

In contrast, our model assumes that judges can ex
ante only roughly order cases according to real-world
facts. Consider the top two panels of Figure 1. Here,
each point along the x axes corresponds to a particular
set of real-world case facts. More similar cases, from the
court’s ex ante perspective, are closer in the space and
dissimilar cases more distant. Legal facts are distinct
and are represented on the vertical axes. For the sake
of clarity—and as legal facts map directly into a judge’s
preferences—we refer to the vertical axis as “legal out-
comes.” The higher an outcome is on the axis the less
“intrusive” is the search.

Judges observe real world facts but possess
preferences over legal outcomes—the level of
intrusiveness—rather than the real-world facts them-
selves. Each judge possesses a threshold in this space
that distinguishes searches she prefers to “Permit”
from those she prefers to “Exclude.” A judge with a
threshold of zero prefers to rule Permit for outcomes
above zero and Exclude otherwise. Outcomes close to
zero correspond to “close calls” whereas those distant

1 Indeed, the lack of context that characterizes hypothetical cases is
one reason why common law courts typically cannot rule on factual
scenarios that have not been presented to them in a case.
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FIGURE 1. Depictions of the Mapping from Real-World Facts to Legal Outcomes (top two panels)
and Depiction of Standard Case-Space Model (bottom panel)
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Notes: The top left panel depicts a linear mapping from facts to outcomes, and the top right panel depicts a mapping that is nonmonotonic
and more complicated. In the bottom panel is the standard case-space model in which judges are assumed to know the legal outcome
for all cases.

from zero are “easy cases” or, more colorfully, “slam
dunks.”

The challenge for judges is to translate real-world
facts into legal outcomes. Formally, there is a mapping
that connects the two dimensions, such that for each
set of case facts there is a corresponding legal outcome.
This mapping may be a straight line, as in the top left
panel of Figure 1, it may be a richer, non-monotonic
mapping such as the realized path of a Brownian mo-
tion, as depicted in the top right panel, or it may be one
of many other possibilities.

When this mapping is known, judicial decision mak-
ing is involved but not particularly difficult. For any par-
ticular case facts, regardless of the mapping realized,
the court can simply identify the corresponding legal
outcome and determine the correct judgment. In this
way, the model collapses to the canonical case-space
model as the distinction between case facts and legal
facts is rendered unimportant. Our interest is when the
courts do not know the full mapping and this distinction
is important. Courts, in practice, can never know the
full mapping and may, in fact, know only a few points.
In this case, the judicial task is substantially more com-
plicated. Facing uncertainty about the translation of

case facts into legal outcomes, how courts adjudicate
the full range of cases is far from clear.

Learning about Legal Outcomes

Before delving into the details of this uncertainty, it
is necessary to first establish how courts learn about
the mapping. In practice, the difficulty in translating
case facts into outcomes has led to specialization be-
tween courts and the creation of a hierarchy across
them (e.g., Kornhauser 1995). Lower level courts spe-
cialize in the collection of facts—and are known as
fact-finding courts—but do not possess the capability
to independently interpret these facts, instead relying
on the guidance of more expert courts. Above them in
the hierarchy are expert courts—known as law-finding
courts—that can both see facts (when they hear cases)
and translate them into legal outcomes.2

2 Our focus here is on the complexity of the legal environment and
how basic adjudication and other decisions grapple with this com-
plexity. For clarity and transparency, we set aside other concerns
important to judicial decision making such as incentive conflicts,
collective action problems, and collegial interactions.
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Our model considers both types of courts. “Law-
finding,” or “Higher,” Courts are able to observe facts
and to learn the legal outcomes, but have limited re-
sources to hear cases. On the other hand, “fact-finding,”
or “Lower,” courts are only capable of distilling facts;
they cannot translate them into legal outcomes.3 Fact-
finding courts can, however, observe the legal out-
comes from past cases the law-finding court has heard;
that is, whenever the law-finding court hears a case, it
establishes a precedent. Note this assumption contrasts
with recent models in which the superior court is able
to learn about the law from lower courts (e.g., Beim
2015; Clark and Kastellec 2013); here, learning is a
strictly top-down process. Because law-finding courts
cannot hear all cases, fact-finding courts must do the
bulk of the judicial work, despite their inability to dis-
cern the legal outcomes for factually distinct new cases.
In this sense, our model is similar to past models of law-
building in which supervisory courts seek to use prece-
dent to instruct lower-level courts that seek to apply,
potentially imperfectly, the Higher Court’s instructions
(e.g., Bueno de Mesquita and Stephenson 2002; Elli-
son and Holden 2014); the distinction is that in those
models law-finding courts are assumed to have perfect
knowledge and imperfect communication capacity. We
assume, instead, perfect communication capacity but
imperfect knowledge.

To see how a fact-finding court may reason from
precedent, suppose that the court has access to a sin-
gle precedent, say at point (0, ψ (0)) in the top two
panels of Figure 1.4 Now consider a fact-finding court
using that precedent to resolve a new, distinct case,
say at case facts p. While the precedent may offer
some guidance on p, we would not expect it to be
necessarily determinative. This is where the nature of
the mapping becomes important. The simplest, and
canonical, approach is to suppose that the mapping
is linear, as in the top-left panel. Doing so, however,
implies that the power of precedent is overwhelming
and the fact-finding court’s problem trivial. From the
single precedent, and knowledge that the mapping is
linear, fact-finding judges would be able to infer the
complete mapping and from this determine precisely
the correct judgment for the case facts p and, indeed,
for any other possible case facts, regardless of how far
they may be from the precedent.5 Such a simplification
masks the very complexity that makes the judicial pro-
cess so difficult. Indeed, the very distinction between

3 We set aside the important and interesting question of how the
Lower Court completes that task assuming simply the fact-finding
court can and does learn the facts perfectly in each case. Higher courts
generally exercise extreme deference to the factual determinations
of lower courts, though that practice itself is obviously an equilibrium
phenomenon. We think an interesting avenue for extension of our
model would be to include the lower court’s assessment of facts as a
strategic choice.
4 We take up the question of strategy—whether the law-finding court
will reveal, and reveal accurately, its findings—in a later section. For
now, we assume revelation of the precedent is truthful.
5 The same logic holds if the judges know only the mapping is linear
but do not know the slope, although then two precedents are required
for the mapping to be fully determined.

fact-finding and law-finding courts suggests it is unrea-
sonable to assume that a fact-finding court that cannot
see the law directly itself, can nevertheless infer the
correct judgment for all cases from one, or even a few
precedents, regardless of how dissimilar the cases may
be.

The nature of this problem can be understood by
stepping back and examining how courts draw infer-
ences and learn under uncertainty. Courts learn by
combining two types of knowledge: practical and the-
oretical. Practical knowledge comes from precedent,
from the experience of a particular case; theoretical
knowledge concerns how cases and their outcomes re-
late to each other. The problem with the linear mapping
is that it endows the courts with an excess of theoret-
ical knowledge, so much so that, as we just saw, the
addition of even the minimal amount of experience
(of precedent) is sufficient to fully identify the legal
environment. Even in models that relax the notion that
a single precedent can perfectly inform the resolution
of all future cases, the assumption of a linear mapping
endows precedent with an extraordinary amount of
information for future cases (e.g., Baker and Mezzetti
2012).

A more reasonable—and realistic—presumption is
that the relationship between case facts and outcomes
is less regular. Nearby cases should be more likely to
produce nearby outcomes and, thus, precedent should
be instructive, but not determinative, when combined
with theoretical knowledge. As Hume (1748) famously
argued in his treatise on induction, “From causes which
appear similar we expect similar effects.” The unwrit-
ten complement of this statement is that dissimilar
causes should yield dissimilar, or at least less similar,
effects.

The Brownian motion representation captures these
desiderata concisely, and in so doing it provides a sim-
ple parameterization of the degree to which precedent
can be applied across other cases. As is evident from
the top-right panel of Figure 1, the Brownian motion
mapping is highly nonlinear, with ups and downs that
capture the vagaries and uncertainties of judicial de-
cision making in the real world. This allows for the
possibility of “carve-outs” in the law and legal rules
that do not have a single cut-point that divides cases
monotonically along the factual dimension (thus, we
are not limited to the kinds of rules Lax (2007) refers
to as proper rules).

The Brownian motion contains two components, de-
fined by the drift and the variance. The drift is the
expected rate at which the mapping changes, and is
depicted by the dashed line in Figure 1. This constitutes
the predictable part of the law. Judges know that case
facts to the right are more likely—but not certain—to
lead to lower outcomes (for drift that is negative). The
variance is the unpredictable component of the law. It
is the variance that leads to the ups and downs, the
unexpected carve-outs and exceptions that mark law-
making in practice. The combination of unpredictable
variance with predictable linear drift implies that the
Brownian motion can be seen as a generalization of
the linear mapping of the left panel, extending it to
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capture the vagaries and richness of the legal deci-
sion making in practice. Put differently, the Brownian
motion captures the notion that while judges may be
able to roughly order hypothetical cases ex ante with
respect to their associated legal outcomes, there is often
some consequential nuance that the law-finding judges
can only learn by hearing the case itself.

To capture this richness, we presume throughout the
remainder of the article that the mapping from real
world facts to legal outcomes is the realized path of a
Brownian motion with drift, μ < 0 and variance σ2. The
courts know these parameters and at least one point in
the mapping, what we think of as a case of first instance
that opens up the legal area, and which we denote
by (0, ψ (0)). As our interest is how courts grapple,
reason, learn, and communicate in a complicated legal
environment, we set aside the questions of preference
differences and incentive constraints. Specifically, we
suppose that all courts share the same preferences
and the same threshold at zero that demarcates be-
tween legal outcomes that are best adjudicated Per-
mit and Exclude. This is known as the “team” model
of the judiciary (e.g., Kornhauser 1995). As a result,
any inefficiency that arises in this setting is due exclu-
sively to the informational challenges of the complex
environment.6

JUDICIAL DECISION MAKING IN A
COMPLICATED WORLD

In a complicated world that is partially yet not perfectly
predictable, how do Lower Courts arrive at judgments?
For cases that match precedent, the answer is trivial:
The Court follows the Higher Court’s judgment. Prac-
tical knowledge overwhelms theoretical knowledge for
these cases. The correct judgment has been identified
by the Higher Court, and it is immediate that the
Lower Court finds it optimal to follow this judgment.
However, this logic holds only when case facts exactly
match precedent. Both in our formalization and in the
real world of adjudication, identical cases have zero
probability of occurring. The question of interest then
becomes: How do the Lower Courts adjudicate in the
gaps?

To answer this question, we must first define what the
courts are trying to achieve; that is, their preferences
over case dispositions. We then turn to how the courts
reason and make decisions.

Preferences. A judge’s objective is to render correct
decisions. However, some correct decisions matter
more than others. For instance, excluding an egregious
search is more valuable than excluding a search that
is marginal. Conversely, making a mistake on what
should be a “slam dunk” case is more costly than on
a “close call.” Formally, this means that judges benefit
more from correct decisions that are well over their

6 We discuss the impact of nonaligned preferences in the concluding
discussion.

decision threshold—the threshold of doubt—and suf-
fer more when they get these decisions wrong. Similar
to Beim, Hirsch, and Kastellec (2014), we formalize
this relationship linearly. For a judge with a decision
threshold of zero, such that she prefers the judgment
”Permit” if ψ(p) ≥ 0 and the judgment ”Exclude” if
ψ(p) < 0, utility for case facts p ∈ R is

u (p) =
{∣∣ψ(p)

∣∣ if correct decision made,

− ∣∣ψ(p)
∣∣ if incorrect decision made.

In a team setting, as we consider, all judges share this
same utility function and the same decision threshold
of zero.

Judicial Reasoning. Before Lower Court judges can
come to a decision on a set of case facts, they must first
form beliefs over the likelihood as to which outcome
may be the correct one. These beliefs are imprecise
for case facts that have yet to be heard, as they would
be in practice. To reason from what knowledge they
do have and arrive at an optimal, if imperfect, judg-
ment, judges combine the practical knowledge from
experience with their theoretical understanding of the
legal environment. The importance of each type of
knowledge depends on the type of case facts under
consideration. Borrowing the terminology of Schum-
peter (1934), a case can be one of either exploitation
or exploration. (We summarize various typologies of
cases we use throughout the article in Table 1.) A case
of exploitation lies within the existing body of legal
knowledge. A case of exploration, on the other hand,
lies outside these bounds in new legal territory. The
right-side panel of Figure 2 depicts three precedents
at zero, pl, and pr. Cases of exploitation are those
between zero and pl, and between pl and pr. Cases
of exploration are all cases to the right of pr and to the
left of zero. In the left-side panel only the case of first
instance is known and all cases are exploratory.

Exploitative cases provide the judges with more
practical guidance than do cases of exploration, so
much so that the practical knowledge dominates. For-
mally, taking cases between pl and pr as example,
beliefs for all p ∈ (pl, pr) are normally distributed,
with

E [ψ(p)] = ψ(pl) + p − pl

pr − pl
(ψ(pr) − ψ(pl)) , (1)

var [ψ(p)] = (p − pl) (pr − p)
pr − pl

σ2. (2)

The expected outcome for an exploitative case is given
by Equation (1) and the variance by Equation (2).
The expected outcome is more easily seen graphi-
cally as it is simply the straight line between the
nearest precedent in either direction; this is depicted
in Figure 2 by the dashed lines that join the prece-
dents. Notably, the judge uses only knowledge of the
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TABLE 1. Selected Terminological Definitions

Term Definition

Exploitative case A case with facts in between those of two past precedents
Exploratory case A case located outside the range of all past precedents
Standard case A case from a range in which in which the expected legal outcome line spans both

dispositions
Nonstandard case A case where the expected preferred judgment is the same as the nearest precedents

on both sides
Outcome uncertainty A measure of how uncertain a court is that its expectation about a case’s correct

judgment is accurate
Error uncertainty A measure of how uncertain a court is about the legal outcome associated with a

particular set of case facts
On-point precedent A precedent used to form beliefs for an untried case

FIGURE 2. Example Brownian Bridges.
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Notes: The x axis depicts the fact dimension (p) and the y axis depicts the legal outcome. The points illustrate known precedents.
The dashed lines depict expected outcomes for cases not heard by the Higher Court. The dotted lines indicate the Court’s degree of
uncertainty around those expectations. The Lower Courts interpolate between known points, known as Brownian bridges, and they
extrapolate on the flanks using the drift term μ. regions labeled Permit and Exclude illustrate how a Court would resolve of each unheard
case in the absence of observing the true legal outcome.

nearest precedent in either direction, discarding all
other information.

The variance of beliefs varies according to how novel
a set of case facts is. Uncertainty reaches a peak ex-
actly midway between the neighboring precedents (pl
and pr) and approaches zero as a case becomes more
similar to either precedent. This captures the idea that
uncertainty is highest the more novel is a set of case
facts. In Figure 2, the size of uncertainty is represented
by the dotted lines between the precedents.

For reasoning over exploitative cases, practical
knowing is ascendant. Theoretical knowledge plays no
role in the formulation of expected outcomes as the
drift and variance terms, μ and σ2, are absent from

the judge’s beliefs. The only knowledge that matters
is the nearest precedents, the outcomes they produce,
and the distance between them in case fact space. The
variance term, σ2, does appear in the variance of be-
liefs in Equation (2), parametrizing the “noisiness” or
complexity of the environment.

The expected outcome in Equation (1) represents
the judge’s best guess as to the true outcome. She may
be wrong but law in practice demands that she issue a
judgment despite her uncertainty. The judge arrives at
her best guess by reasoning by analogy from previous
cases, independent of her theoretical knowledge of the
environment. Our first result establishes that it is op-
timal for the judge to follow this best guess in making
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her ruling. It is optimal, therefore, for the judge to
adjudicate via analogical reasoning.7

Property 1 For exploitative cases, fact-finding courts
reason from analogy by linearly weighting the nearest
precedent in either direction. If p1 and p2 are the nearest
precedents to the left and right, respectively, then for
p ∈ [p1, p2], the optimal ruling is Permit if E [ψ(p)] > 0,
and Exclude otherwise.

Of interest is not only that judges reason by analogy
in formulating rulings, but how they so reason. The
method in Property 1 matches features of practice. Sub-
stantively, a judge selects the most similar precedent
in either direction, ignoring all other precedent. This
property is similar to the judicial practice of selecting
on-point (or, “controlling”) precedents and applying
some sort of balancing test to them in forming an
opinion.

The behavior underlying Property 1 follows from
the mathematics of the Brownian motion and Bayesian
updating. The import of our result is to show that this
optimizing behavior matches analogical reasoning as
used in practice. It establishes that analogical reasoning
is not only an effective response to a complicated legal
environment, but that it is an appropriate and even op-
timal method for dealing with substantial uncertainty.

Exploratory cases cannot apply the same method of
reasoning as a second on-point precedent is simply not
available. For these cases, the judges must lean more on
their theoretical knowledge of the environment, com-
bining it with the practical knowledge they do have. For
cases on the right flank, p > pr, beliefs are normally
distributed with

E [ψ(p)] = ψ(pr) + μ (p − pr) , (3)

var [ψ(p)] = |p − pr| σ2. (4)

The expected outcome is given by Equation (3)
and variance by Equation (4). Uncertainty is again
parametrized by σ2, with uncertainty higher the more
novel is a set of case facts, and depicted by the dotted
lines in the figure. In contrast to exploitative cases,
uncertainty increases without bound and can become
arbitrarily large as there is no on-point precedent to
the right to anchor knowledge.

A second notable difference with exploratory cases
is the presence of the drift term μ in Equation (3). This
implies that judges require theoretical knowledge of
the underlying legal environment to effectively form
beliefs for exploratory cases. Judges use the right-most
precedent to anchor beliefs, and apply their theoret-
ical knowledge to guide expectations, with the drift
parameter μ measuring the rate at which the expected
outcome changes. This is depicted in Figure 2 by the

7 Our assumption of linear utility makes this result easier to see but it
is far from necessary. Property 1, as well as Property 2 to follow, hold
for any symmetric utility function, even those with discontinuities
(e.g., when utility is fixed at 1 for a correct decision and −1 for an
incorrect decision).

dashed line that begins at point (pr, ψ (pr)) and de-
crease to the right of pr at rate μ; the dashed line
departing to the left of the precedent at 0 represents
the analogous beliefs on the left flank.

The expected outcome in Equation (3) again reflects
the judge’s best guess as to the true outcome, and again
it is optimal for the judge to follow this best guess in
rendering judgement. This is formalized by Property 2.

Property 2 For exploratory cases, fact-finding courts
reason from analogy in combination with theoretical
knowledge of the legal environment. If pr is the right-
most precedent, then for p > pr, the optimal ruling is
Permit if E [ψ (p)] > 0, and Exclude otherwise.

As for exploitative cases, judges use the experience
of precedent to anchor their reasoning, but, without
an anchor to pin down one of the sides, theoreti-
cal knowledge is required to extrapolate effectively.
This need resonates with practice as more novel cases
are generally considered to be harder and to require
more legal expertise. We have assumed that the Lower
Courts possess the necessary theoretical knowledge,
although in practice this may not be the case; we take up
this question in the concluding discussion and explore
what expertise differences might mean for communica-
tion across the judicial hierarchy and the formation of
doctrine.

With the behavior of the Lower Courts in hand, we
turn now to the question of how law-finding courts
allocate their efforts and attention in a world in which
reasoning by analogy is the optimal modus operandi
of Lower Courts. Should the Higher Court hear only
exploratory cases? Should it aim for cases with the
highest variance? Or cases in which the Lower Courts
are most likely to be wrong in their judgments? We
answer these questions, among others, in what follows.

CASE SELECTION AND THE PATH OF THE
LAW

For law-finding courts the question of judicial decision
making is not so much about forming judgments on
particular cases—as the court can see the true outcome
and knows the correct judgment—rather it is about
which case to hear given its limited resources. In this
section, we develop a model of a judicial hierarchy and
explore optimal case selection of a law-finding court
and the path of law this generates.

A Model of a Judicial Hierarchy

The legal hierarchy has two sets of players. At the top is
a single, law-finding Higher Court. At the beginning of
each period t, where t = 1, 2, 3, . . ., the Higher Court
has the choice to hear a single case at cost c > 0. Upon
hearing a new case pt, the Higher Court observes
the true outcome, ψ (pt), reveals it to the world,
and issues a judgment of either Permit or Exclude,
denoted J (pt) ∈ {P, E}. The Higher Court’s judgment
threshold is zero; thus, it is trivially obvious that the
optimal judgment is P for permit if the outcome

190
https://doi.org/10.1017/S0003055416000587
Downloaded from https:/www.cambridge.org/core. Emory University, on 28 Feb 2017 at 19:54:15, subject to the Cambridge Core terms of use, available at https:/www.cambridge.org/core/terms.

https://doi.org/10.1017/S0003055416000587
https:/www.cambridge.org/core
https:/www.cambridge.org/core/terms


Precedent and Doctrine in a Complicated World

ψ (pt) ≥ 0 and E otherwise. The newly discovered
point in the mapping, (pt, ψ (pt)), becomes a new
precedent. The set of precedents then becomes ht ={
(0, ψ(0)) , (p1, ψ(p1)) , (p2, ψ(p2)) , . . . , (pt′ , ψ(pt′))

}
,

for t′ ≤ t.
At the bottom of the hierarchy is a set of fact-finding

Lower Courts. With the set of precedent, ht, in hand,
these courts adjudicate by analogy as described in the
previous section. The Lower Courts collectively hear
a mass of cases each period according to the distri-
bution f (·) where, for simplicity, f is distributed uni-
formly over an interval that spans zero and is large.8
As noted above, we assume a team model of the courts,
and so all judges’ preferences are aligned, and the
Lower Courts therefore also have an ideal threshold
of zero. For simplicity, we further assume that the
Higher Court seeks in each period to maximize the
quality of legal decision making in that period, setting
aside forward-looking considerations, which only com-
plicate our analysis while reinforcing the conclusions
we draw.9

In our model, as in the most judicial hierarchies, the
logic is that there exists a highly capable Higher Court
that is resource constrained. Picking up the workload
is a set of less talented but nevertheless logical fact-
finding courts. These courts combine precedent and
theoretical knowledge as best they can but, inevitably,
these efforts will be imperfect and impact the large
number of cases that appear on their dockets. The
challenge for the Higher Court is to determine when it
is appropriate to hear a new case and, if so, which case
will most assist and improve the decision making of the
Lower Courts.

The Value of Certiorari

To consider how the Higher Court chooses which cases
to hear, we must first establish how a new precedent
improves Lower Court decision making. Although rea-
soning by analogy is optimal, it is imperfect in the judg-
ments it produces. The expected outcome is just that, an
expectation, and with positive variance (and a normal
distribution) it is always possible, however remotely,
that the true outcome lies on the opposite side of zero
and the judgment induced by the expected outcome
is incorrect. Adding a new precedent can reduce the
probability of such errors — indeed, that is the point—
but to understand how valuable this reduction is, we
must first understand how errors impact the utility of
the courts.

The answer is surprisingly subtle. Consider the
Lower Courts’ expected utility for case facts p and
expected outcome E [ψ (p)]. When a fact-finding court

8 One may adopt the improper prior that the interval of support is
the entire real line. For our purposes, it is sufficient to think of the
interval as being large so that we can set aside considerations when
the court faces one of the boundaries.
9 We sketch out the interesting questions that emerge in the discus-
sion section. The planning horizon of the Lower Courts is immaterial.

issues the judgment Permit, expected utility is

Eu (Permit|p, E [ψ(p)]) =
∫ ∞

0
|z|φ (z) dz

−
∫ 0

−∞
|z| φ (z) dz,

where z represents possible values of ψ (p) and φ (z) is
the density of the normal distribution of mean E [ψ (p)]
and variance var (ψ (p)), with variance given by Equa-
tion (2) or (4) depending on the type of case. The first
term on the right-hand side is the set of outcomes for
which the decision to Permit is correct (values of ψ (p)
between 0 and ∞), whereas the second term is the
outcomes for which this decision is incorrect (values of
ψ (p) between −∞ and 0). Rearranging, we have

Eu (Permit|p, E [ψ(p)])

=
∫ ∞

0
zφ (z) dz −

∫ 0

−∞
−zφ (z) dz

=
∫ ∞

0
zφ (z) dz +

∫ 0

−∞
zφ (z) dz

=
∫ ∞

−∞
zφ (z) dz

= E [ψ(p)] . (5)

Expected utility is simply the utility should the ex-
pected legal outcome be the true legal outcome. Sur-
prisingly, variance plays no role; consequently, ex-
pected utility is entirely independent of the complexity
of the legal environment.

This property presents a perplexing problem for the
Higher Court. If expected utility does not depend on
variance and uncertainty, what role is left for the Higher
Court’s ability to reduce variance? To answer this ques-
tion, we need to delve more deeply into the logic of
Equation (5). The logic is easiest to understand visually,
as in Figure 3. Consider case facts p in the left panel,
with nearest precedents pl and pr and expected legal
outcome E [ψ (p)]. Actual utility will match expected
utility only in the unlikely event that the realization of
ψ (p) matches the expectation precisely. For all other
possible realizations, actual utility will either be higher
or lower. (The following logic holds also when the
precedents give opposing judgments, as in the right-
side panel.)

Consider then an arbitrary pair of possible legal
outcomes, l1 and u1, that are equally distant from
the expected legal outcome, as depicted. Utility is
lower than expected if l1 is the realized legal out-
come, whereas utility is higher than expected if u1
is realized. Because these possibilities are equidistant
from expectation they counterbalance each other and
their net effect on expected utility is zero (as they are
of equal probability due to symmetry of the normal
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FIGURE 3. The Source of Value
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Notes: Each panel shows possible scenarios that could result if a new exploitative case p is heard. Precedents exist at points pl and pr.
The new case p may have a legal outcome anywhere on R, and the points u1, u2, l1, and l2 illustrate possible realized legal outcomes.
The dashed lines show expected legal outcomes for other new cases p′ � p after case p is heard.

distribution).10 This same logic holds for all such pairs,
and expected utility is given exactly by the utility of the
expected legal outcome.

To see the role for new precedent, observe that the
above logic holds even for the pair u2 and l2. The lower
outcome is interesting as for this outcome the judgment
of the Lower Court is in error. The correct judgment for
a legal outcome below zero is Exclude, yet the decision
of the Lower Court, based on analogy, is to Permit.
Thus, the utility of the Lower Court’s decision given
this legal outcome is negative. The possibility of error
does not upset the logic of expected utility described
above, but it does matter to the Higher Court. It mat-
ters because, by hearing a new case and observing the
true legal outcome, the Higher Court can rectify error
and increase utility. The benefit of these correctives
is directly proportional to how often judgments are
wrong and how serious are the mistakes made. Both
of these factors strictly increase in σ2, the complexity
of the legal environment. All else equal, therefore, for
case facts p the value to the Higher Court of granting
certiorari is strictly increasing in complexity.

Optimal Case Selection

The preceding discussion suggests that, to have max-
imum impact, the Higher Court should seek out the

10 This property is a result of linear utility, which conveniently al-
lows us to focus on the role of precedent in improving Lower Court
decision making.

case with the highest variance, what we refer to as out-
come uncertainty. After all, whenever the court hears
a case, uncertainty for that case reduces to zero (as the
true legal outcome is revealed), and thus the greatest
reduction would be for the case that begins with the
highest uncertainty. Although this logic accords with
the view that courts should remove legal uncertainty, it
affords a too narrow view of how best to go about this
task.

One element missing from this logic is how mean-
ingful is the uncertainty that is removed. It is possible
for a case to have high outcome uncertainty but for this
uncertainty to have little import on the correctness of
the judgment. For instance, if most of the uncertainty
is concentrated on one side of zero (on one side of
the judgment threshold) then it is of little importance
as the judgment of the court remains almost surely
correct. To illustrate, let us return to the search and
seizure example. There may be a new search involving
a factual situation that is very far outside of the bounds
of factual scenarios previously considered, for exam-
ple using some powerful type of imaging technology
that allows police to see inside one’s home. In this
instance, the Court may be uncertain about exactly
how intrusive that search is but have little uncertainty
about whether the level of intrusiveness is enough that
it would prefer to exclude such searches. On the other
hand, consider a type of search that is “between” past
cases but presents a close call to the Court. For exam-
ple, suppose a technology that captures signals coming
from one’s cell phone and decode them to read text
messages. Past precedent says that the police require
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a warrant to listen to phone conversations but that
they do not need a warrant to use infrared to image
the interior of a house using the pattern of heat being
emitted. This new hypothetical technology seems to be
somewhere in between, and a court might have a great
deal of uncertainty about which side of the threshold
of permissible searches this case falls on, independent
of how much uncertainty it has about the level of
intrusiveness.

Thus, of relevance for case selection is a second
measure of uncertainty—what we refer to as error
uncertainty—that captures the probability that a judg-
ment reasoned from analogy is incorrect. The size of
error uncertainty depends on how much probability
mass lies on the opposite side of zero to the expected
outcome. This is maximized at exactly one half when
the uncertainty is equally distributed about the zero
threshold. In this event the correct judgment is equally
likely to be Exclude or Permit, and any judgment issued
by the Lower Courts is as likely to be wrong as it is
right.

A vein of thought in legal practice is that law-finding
courts should seek out and hear cases that maximize
error uncertainty; that is, to hear cases for which the
legal outcome is most uncertain. However, for the same
reason that outcome uncertainty is not the court’s only
concern, neither is error uncertainty fully determina-
tive of optimal behavior. It may be that the case that
maximizes error uncertainty has very low uncertainty
overall. In such a situation it is a coin toss whether
a judgment is correct or not, yet the errors induced
are not very costly (as realized legal outcomes are
clustered around zero). The value to a case of being
heard by the Higher Court must balance the dueling
effects of outcome uncertainty and error uncertainty.
The most valuable case lies somewhere between these
extremes and is the one that maximizes the expected
cost of errors.

Yet even this logic is incomplete, for the value of the
Higher Court hearing a case is not limited to only that
case. Because similar cases should lead to similar legal
outcomes, as observed by Hume (1748), the Higher
Court hearing a case not only removes uncertainty
for that case, it impacts uncertainty for many similar,
neighboring cases. In selecting a case, the Higher Court
must allow for this broader impact. Indeed, given that
a single case is unlikely to be repeated, whereas the
neighborhood of cases facts will surely recur, the over-
whelming impact of hearing a case is its impact on other
cases rather than the case itself. (Formally, relative to
the continuum of case facts, the mass of a single case is
zero.) This logic resonates with the conventional wis-
dom in legal circles that while Lower Courts focus on
the cases in front of them, Higher Courts adopt a “big
picture” approach in adjudication and, in particular,
case selection.

The trade-offs when considering broader impact are
the same as for a single case. The court seeks to
minimize judicial errors by the Lower Courts and to
minimize those errors that are particularly costly. We
consider first the choice over standard and exploita-
tive cases. An exploitative case is standard when the

FIGURE 4. Cases the Higher Court will Hear
Among Exploitative and Standard Cases

case facts (p)

legal
outcome

ψ (0)

0 pl p

ψ (pl)

pr

ψ (pr)

pr+pl

2

cases the court
will hear

Notes: The existing precedent correspond to points (0, ψ(0)),
(pl, ψ(pl)), and (pr, ψ(pr)). The dashed line corresponds to the
expected legal outcomes for other cases.

on-point precedents give opposing judgments. In this
range, therefore, the best judgment is far from clear and
requires a balancing of precedent, what one might think
of as the standard work of courts. Standard exploitative
cases are depicted in Figure 4 for case facts between pl
and pr.

For standard exploitative cases, the case that maxi-
mizes error uncertainty is easy to identify. It is the case
for which the expected outcome is exactly zero, as then
half the uncertainty is above zero and half below. It
is given by case facts p in Figure 4. For this case, the
correct judgment is as likely to be Permit as it is to be
Exclude and error uncertainty attains the maximum
possible value of one half. The case that maximizes
outcome uncertainty is also well defined and readily
identified. It is the case that is exactly equidistant from
the on-point precedents, as can be seen Equation (2);
the maximum outcome uncertainty is marked by case
facts pr+pl

2 in the figure.
Proposition 1 establishes that one of these cases is

selected only when they coincide—in which case both
are selected—and that this is an exceedingly rare event
(in fact, it is a zero probability event). In all other
situations, the Higher Court selects neither of these
benchmark cases. Rather, it trades off between them
and chooses a case that lies strictly between them.

Proposition 1 From a set of standard exploitative
cases, the Higher Court optimally hears a case that lies
strictly between the cases of maximum error and max-
imum outcome uncertainty. When these cases coincide,
that is the case that is heard. Formally, for the set of
cases p ∈ (pl, pr), where ψ (pl) > 0 and ψ (pr) < 0, the
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optimal case facts for the Higher Court to hear, p∗, sat-
isfy the following: If

(i) ψ (pl) <
∣∣ψ (pr)

∣∣ , then |p∗ − pl| < |pr − p∗|
and E [ψ (p∗)] < 0;

(ii) ψ (pl) >
∣∣ψ (pr)

∣∣ , then |p∗ − pl| > |pr − p∗|
and E [ψ (p∗)] > 0;

(iii) ψ (pl) = ∣∣ψ (pr)
∣∣ , then |p∗ − pl| = |pr − p∗|

and E [ψ (p∗)] = 0.

The coincidence of maximum outcome and maximum
error uncertainty occurs when ψ (pl) = ∣∣ψ (pr)

∣∣, as cap-
tured by (iii) in the proposition. As can be seen, this re-
quires the on-point precedents to be exactly equidistant
from zero, an event that is possible but that has zero
probability of occurring. The more typical situation is
depicted in Figure 4, which represents (i) in the propo-
sition. For it and the situation in (ii), the court seeks
out a middle ground. The set of possible cases may be
broad or it may be narrow, with the width depending
on the particular history of precedent that emerges.
Regardless, the case chosen is closer to the on-point
precedent that has outcome closer to zero, but has an
expected outcome that matches the on-point precedent
further from zero.

This implies that the case selected has a legal out-
come that is already “known,” at least in the sense that
one legal outcome is more likely than the other, pos-
sibly significantly so. Choosing such cases is common
in practice, yet has often seemed puzzling. Our model
provides a natural explanation for such case selection.
Although the correct judgment for the case in hand
may be in little doubt, the actual outcome may remain
highly uncertain, and the interdependence of legal out-
comes across cases implies that this information is nev-
ertheless valuable. By confirming the correct judgment,
and revealing the true outcome, for the “known” case,
the Higher Court may provide significant benefit across
a broad swathe of other cases, cases that the Higher
Court itself does not have time to hear.

Similar logic applies for selection among other types
of cases. Proposition 2 deals with nonstandard exploita-
tive cases. These cases lie between two precedents in
which the precedents have matching judgments. They
are nonstandard in the sense that to either side, prece-
dent guides the Lower Courts to the same destination,
and an observer may wonder where the legal uncer-
tainty lies. Yet, as we saw earlier, it remains possible
that cases between these precedents yield a differ-
ent judgment, and this gives value to hearing a non-
standard case. Nonstandard exploitative cases can be
seen in Figure 4 in the interval between case facts zero
and pl. In this situation the case of maximum outcome
uncertainty is again at exactly the halfway point of the
interval. However, there is no case that attains an er-
ror uncertainty of one half. Nevertheless, error uncer-
tainty is biased toward one end of the set of possible
cases—toward the precedent without outcome closer
to zero—and the case chosen must always come from
this subset. Again, for this choice to correspond to the
case of maximum outcome uncertainty requires the on-

point precedents to be exactly equal, a zero probability
event.

Proposition 2 From a set of nonstandard exploitative
cases, the Higher Court optimally hears a case that lies
strictly between the cases of maximum error and max-
imum outcome uncertainty. When these cases coincide,
that is the case that is heard. Formally, for the set of cases
p ∈ (pl, pr), where ψ (pl) > 0 and ψ (pr) > 0, the opti-
mal case facts for the Higher Court to hear, p∗, satisfy
the following: If

(i) ψ (pl) < ψ (pr) , then |p∗ − pl| < |pr − p∗|
and E [ψ (p∗)] > 0;

(ii) ψ (pl) > ψ (pr) : then |p∗ − pl| > |pr − p∗|
and E [ψ (p∗)] > 0;

(iii) ψ (pl) = ψ (pr) : then |p∗ − pl| = |pr − p∗|
and E [ψ (p∗)] > 0.

Our final proposition for this section turns to ex-
ploratory standard cases.11 For these cases, there are
not opposing judgments from the on-point precedents
as there is only a single on-point precedent. These cases
arise in the first period when an exploratory case is
unavoidable, and will recur whenever the right-most
precedent yields an outcome above zero (or the left-
most precedent reveals an outcome below zero). For
these cases, the line of expected legal outcome crosses
zero. Thus, there exists a case with expected outcome of
zero and a case of maximum error uncertainty does ex-
ist. There is, however, no case that maximizes outcome
uncertainty as uncertainty increases without bound for
cases further from precedent. Nevertheless, the logic
of previous propositions carry over here. The court
balances outcome and error uncertainty, such that the
case chosen is bolder, and more exploratory, than the
case of maximum error uncertainty.

Proposition 3 For the set of exploratory and standard
cases p > pr, where ψ (pr) > 0, the optimal case facts for
the Higher Court to hear, p∗, is such that E [ψ (p∗)] < 0.

The balancing of uncertainties implies that the court
explores so boldly that the expected legal outcome of
the case heard is on the opposite side of zero from the
on-point precedent, and, consequently, yields a differ-
ent expected outcome. Thus, when the Higher Court
decides to explore an area of cases, it does so boldly
and with the intent of selecting a case that it expects to
create a region of exploitative, standard cases that can
pin down the law.

The logic of Higher Court case selection just de-
scribed reinforces the importance of interdependencies
across cases for all levels of the judicial hierarchy. The
Lower Courts reason by analogy as legal outcomes
are interdependent, and this same interdependence
motivates the Higher Court to consider the broader
impact of the cases it hears as, in turn, it knows the

11 For brevity, we omit consideration of nonstandard exploratory
cases as case selection follows a similar logic.
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FIGURE 5. Example of Cases the Higher Court can Consider as Precedent Accumulates
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Notes: The precedents are the first period precedent, (p1, ψ(p1)), and the initial precedent (0, ψ(0)). The other marked points correspond
to potential legal outcomes for cases p and p̃ that may be heard in the second period and the dotted lines corresponds to new expected
legal outcomes that result.

Lower Courts will reason by analogy from the prece-
dent handed down. The power of our theorizing is to
explain these twin behaviors and to expose the connec-
tion between them, providing a parsimonious theory of
broad judicial behavior.

Legal Complexity, Doctrinal Complexity, and
the Path of Law

We turn now from within-period case selection to what
this means across time as precedent accumulates and
the law evolves. A common and idealistic view is that
the law evolves in a rational, thoughtful, and conser-
vative way along a trajectory that perhaps slowly but
inexorably converges on the truth and a complete un-
derstanding of the legal environment. Clashing against
this view is the reality that judicial decision making
in practice is seemingly much more haphazard, irregu-
lar, and ostensibly without reason. In this section, we
demonstrate how to reconcile these perspectives. We
show what the idealistic view omits as well as the truth
that it captures.

First period behavior in our model is relatively
straightforward. As prescribed by Proposition 3, when
the Higher Court hears a new case, it hears one that

boldly departs from the case of first instance. The value
of hearing this case is increasing in outcome and er-
ror uncertainty so that, intuitively, the Higher Court
is more likely to hear a case the more complex is the
area of law. (We formalize and return to this result in
Proposition 6 below.) What happens after this case is
heard is more difficult to pin down. In each subsequent
period, the judges will render judgments according to
the optimizing behavior described herein. Yet, this be-
havior yields no discernible pattern in the types of cases
heard.

To see this, suppose the legal outcome of the first
case is similar to the legal outcome from the case of first
instance; that is, ψ (p1) is similar to ψ (0), as depicted
in Figure 5. The court then has the choice in the second
period to hear another exploratory case to the right of
p1, or it can backpedal and instead hear an exploitative
nonstandard case between 0 and p1. How the court
resolves this choice depends on the exact values of the
legal outcomes, the distance between precedents, and
the underlying complexity of the legal area. As more
and more precedents accumulate, the possibilities mul-
tiply and the richness of choice expands. Calculations
reveal that no pattern appears in the sequence of cases,
and it is possible for any type of case to follow any other
type, depending on the legal outcomes realized (e.g., a
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standard exploitative case may be followed by another
exploitative case or by an exploratory case, with each
potentially standard or nonstandard).

The upshot of this is that a rich path dependence
emerges in the law. The cases elevated to the Higher
Court depend not only on what was heard before but on
the legal outcomes observed. This matches the reality
of case selection in practice that follows no predictable
sequence (at least in the medium to long run). Yet
it shows that this apparent haphazardness is exactly
what should emerge from rational, deliberate doctrinal
choice by a capable court when the underlying legal en-
vironment is complex. The path dependence of the law
leads to the accumulation of a rich and potentially large
body of precedent, complicating the Lower Courts’
task. Keeping track of precedent imposes cognitive de-
mands on the courts, demands that are relevant given
the limited resources and demanding case loads faced
by the Lower Courts.

Not all precedents are created equal, however, and
it is possible to reduce this informational load with-
out compromising the needs of the Lower Courts. The
information essential to Lower Court decision mak-
ing is knowing which case facts should be adjudicated
one way and which case facts the other way. Although
this knowledge is deduced from precedent, it can be
defined directly in the space of case facts as a set of
cut-points that delineate the appropriate judgments.12

Significantly, the number of cut-points need not corre-
spond to the number of precedents and, typically, will
be smaller.13 The more cut-points the more compli-
cated is Lower Court decision making and this number
can be taken as defining the complexity of legal doc-
trine.

Doctrinal complexity evolves more regularly than
the law itself. It is possible that the number of cut-
points remains constant for stretches of time. How-
ever, when complexity does change, it only changes
in the direction of increasing complexity. Individual
cases can provide more clarity, in the sense of more
surely identifying where the legal mapping crosses the
zero decision threshold, but, in our setting, they cannot
reduce doctrinal complexity, which may account for
why legal procedure is often so complicated. Individual
cases, for all their other benefits, cannot cut through
the complexity of doctrine and counter the relentless
pressure toward greater complexity.14

12 Knowledge of the cut-points is sufficient for optimal Lower Court
adjudication within a given period. However, as it suppresses in-
formation about the actual precedents, it is insufficient to accurately
update the thresholds when an additional precedent is added. Thus, it
is essential that the Higher Court retain all precedential information.
13 Lax (2007) restricts the court to writing proper rules in which there
can be only a single cut point. We allow for any number of cut-points
demarcating doctrinal carve-outs and idiosyncratic exceptions. A key
distinction, though, is that in our model cut-points occur along the
fact dimension whereas a single decision threshold remains in the
legal outcome dimension. Lax works within the classic case-space
model in which these two dimensions are collapsed into one.
14 To the extent that such cases are an empirical phenomenon, our
model demonstrates their presence is not a fundamental property.
Extending the model to isolate what might allow such overarching
precedent is a worthy direction of investigation.

This observation raises the question of what causes
complexity to increase and, equally importantly, what
causes it to remain unchanged. The answer depends
systematically on the types of cases that are heard. To
see the possibilities, consider again Figure 5. In this
situation the doctrinal complexity is one as the Lower
Courts need only keep track of the single cut point
at n0.

Suppose, then, that the court hears a nonstandard
case p between zero and p1. Regardless of the legal
outcome, the new precedent that is established sepa-
rates the expected outcome line between zero and p1
into two separate but continuous segments. If the legal
outcome of p is u1, u2, l1, or any legal outcome above
zero, then the the expected outcome lines also remain
above zero for all cases impacted. Consequently, de-
spite the addition of a new precedent, the behavior of
the Lower Courts remains unaffected. The courts need
only continue to keep track of the single cut point at n0
and doctrinal complexity is unchanged. This precedent,
then, does now affect how the Lower Courts apply the
law and so does not need to be considered when the
Lower Court hears future cases.15

On the other hand, if the legal outcome of p should
be l2, or any outcome below zero, the Lower Courts
must pay attention and react. In this event, the new
precedent not only affects how the Lower Courts ad-
judicate case facts p but it impacts how they adjudicate
neighboring cases as well. As can be seen in Figure 5,
the expected outcome lines cross the zero threshold,
and do so at two distinct points, n1 and n2. The new
cut-points create a carve-out in fact space; the Lower
Courts rule Exclude for cases in the interval (n1, n2)
and Permit to either side. This reflects an increase
in doctrinal complexity and demonstrates the general
property that when doctrinal complexity increases fol-
lowing a nonstandard case, it increases in steps of two.

Nonstandard cases can have a significant impact on
Lower Court behavior and doctrinal complexity. How-
ever, to matter, a nonstandard case requires a particular
type of legal outcome. An outcome on the same side
of zero as the on-point precedents has zero impact on
Lower Court behavior. Given this is the typical legal
outcome (by the symmetry of the normal distribution),
the majority of the time a nonstandard case is heard
the impact is zero. It is only in the unexpected event of
an outcome on the opposite side of zero that a nonstan-
dard case matters. Nonstandard cases yield, therefore,
nonstandard outcomes: Doctrinal complexity is less
likely to change than it is to remain the same, but when
it does change, the change is important and striking.

The impact of hearing a standard case is the opposite.
Consider again Figure 5 and case facts p̃ to the right of
p1.16 The new precedent at p̃ causes the drift line to
develop a kink, with a bridge joining p1 to the new

15 Of course, a new precedent in the future might change the cut-
points, for example a new precedent between zero and p1 that has a
legal outcome below zero. In this situation, that previously irrelevant
precedent can become important for defining cut-points in the future.
16 The logic described here does not depend on whether the cases
are exploratory or exploitative.
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precedent at p̃ and a drift line extending to the right
of p̃. Of these two, one has to cross the zero threshold
but, significantly, the other must not (by continuity).
This implies that the number of cut-points and, con-
sequently, the doctrinal complexity are unchanged fol-
lowing the hearing of a standard case. If doctrine abides
by a rule that has a single cut point, what Lax (2007)
refers to as a “proper rule,” then it abides by a proper
rule after it. Nevertheless, the new precedent matters
as the cut point almost surely moves and Lower Court
adjudication is affected.

The impact of a standard case, therefore, is
monotonously standard, contrasting sharply with non-
standard cases. Standard cases fine-tune the law, so to
speak, every time they are heard, yet they never fun-
damentally change the nature of doctrine. Standard
cases are, in this sense, the worker bees of doctrinal
evolution: constantly working away at refining doctri-
nal precision but never inducing a paradigm shift in
legal practice. The following proposition collects these
results.

Proposition 4 Doctrinal complexity weakly increases
over time. When the Higher Court hears a nonstandard
case, doctrinal complexity increases by two with proba-
bility between 0 and 1

2 , otherwise it remains unchanged.
When the Higher Court Doctrinal hears a standard case,
doctrinal complexity does not change. Nevertheless, the
doctrinal cut point changes with probability one.

This process iterates over time, and the courts accumu-
late more precedent and more knowledge of the under-
lying legal area. A final question is where this process
ends and whether it ends at all. On this question we
can be definitive. The Higher Court, with probability
one, will reach a point where it stops hearing new cases.
When this happens the law, or, at least, this area of the
law, becomes closed.

Proposition 5 With probability one, the Higher Court
stops hearing new cases in finite time.

This implies that legal knowledge is never complete.
Underlying the complexity of the legal environment is
a continuum of unknown variables (every set of case
facts in the real line). Drawing only a finite set of points
out of the possibilities, no matter how many, means that
legal knowledge remains forever incomplete. Indeed,
formally, the shortcoming of legal learning is even more
stark: The set of precedent is of mass zero in the set of
possible case facts. Thus, the accumulated legal knowl-
edge, no matter how large and how helpful, remains
a mere drop in the bucket of potential knowledge,
and the probability that any given case facts exactly
matches a precedent is precisely zero.

Also of interest is how the halt to precedent comes
and what induces it. The first question yields a clear
answer: When learning stops, it stops suddenly and
definitively. This follows from the stationarity of the
Higher Court’s strategic problem. If, at any time, the
court decides it is not worth the cost to hear a new case,
then nothing new is learned, and the same decision
problem persists ever after (with the same determina-

tion by the court). Thus, whenever the court decides
not to hear a case, it signals the end of learning in this
area of the law.

The answer to the second question—what causes
learning to stop—is more subtle and does not yield a
clear-cut answer. The value of hearing a new case comes
in the reduction in outcome and error uncertainty, as
demonstrated in The Value of Certiorari section. Ob-
viously, the more complex the legal area, the higher
outcome uncertainty is and, less obviously, the higher
error uncertainty is for any case facts. Consequently,
learning is more likely to continue the more complex
is the legal area.

Proposition 6 For a fixed history ht, if the Higher Court
hears a case for variance σ̄2, then it hears a case whenever
σ2 ≥ σ̄2.

The decision whether to hear another case also depends
on the legal outcomes realized. The particular legal out-
come realized from a case does not impact remaining
outcome uncertainty (recall Equations (2) and (4)) but
they do affect error uncertainty. In fact, it is possible
that the legal outcome of a case makes the court more
amenable to hearing a new case, even though outcome
uncertainty decreases. To see this, suppose that the
outcome of the first case is ψ (p1) � ψ (0); that is,
case facts p1 unexpectedly produce a more permissi-
ble search, and much more so, than the precedent at
zero. In the second period, the cases with an expected
outcome around zero that maximize error uncertainty
now have higher outcome uncertainty as they are even
more distant from known precedent. As a result, the
court finds it even more appealing to hear a second
case than it did to hear the first case.

This logic holds generally. For standard exploratory
cases, the willingness of the court to hear a new case
is increasing in the distance the legal outcome of the
of the on-point precedent is from zero. A “slam dunk”
on-point precedent, therefore, is less useful than is a
“close calls” as it leaves the boundary of adjudication
between Permit and Exclude more uncertain.

For exploitative standard cases a similar logic holds
although it yields the opposite conclusion. In this situa-
tion, it is close calls that provide more incentive for the
Higher Court to hear another case. To see this, suppose
the on-point precedents produce legal outcomes close
to zero and on opposite sides of zero. Expected legal
outcomes for the exploitative cases are then all close to
zero as well, implying that error uncertainty is high. In
contrast, slam dunk on-point precedents imply that er-
ror uncertainty is lower across the range of exploitative
cases and, thus, that the Lower Courts are less likely to
adjudicate in error.

Regardless of the permutations that can arise, the
passing of time implies that outcome uncertainty inex-
orably decreases as new cases are heard. Eventually,
and inevitably, this reduction dominates any twists and
turns in error uncertainty, and the Higher Court stops
hearing new cases and learning stops.
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EMPIRICAL IMPLICATIONS

Our model provides a novel framework for under-
standing the complex nature of judicial law-making
through individual case resolution. It also yields a se-
ries of empirical implications that can inform future
work, both as predictions that can be evaluated and
as lessons for what can be inferred from observed
patterns of judicial behavior. We consider three in
particular.

The nature of doctrine. First, our model yields em-
pirical implications that speak to debates about the
breadth of judicial doctrine. In particular, there exists
a debate about whether courts ought to create broad
legal rules that apply to wide classes of cases or instead
engage in minimalism, making decisions that are nar-
rowly circumscribed to the particulars of the individual
cases they decide. Some scholars argue that broad, deep
judicial decisions can be made with positive normative
and practical implications (e.g., Dworkin 1986). An
example of such a case might be Brown v. Board of
Education, invalidating all racial segregation in public
schools, or Miranda v. Arizona, which held that indi-
viduals’ statements made while in police custody are
only admissible in court if the defendant had been in-
formed of his right not to speak. Other scholars argue,
by contrast, that judicial decisions are best when min-
imalist (e.g., Sunstein 1999). Examples of minimalist
decisions include US v. Lopez, a case that invalidated
a national law that prohibited guns in school zones.
What is more, beyond the normative literature, the
question of whether and when courts are better off
issuing broad or narrow decisions has been the subject
of recent attention in the positive theoretical literature
(Clark 2016; Fox and Vanberg 2014; Lax 2012; Sta-
ton and Vanberg 2008), much of which is inspired by
the legal-academic literature on “rules v. standards.”
In that literature, a central question concerns when
or why a supervisor court would prefer a more flex-
ible standard to a strict rule (see, for example, Sul-
livan 1992). Our model predicts that the breadth of
doctrine will be a function of the factual relationship
between the cases in which they are made and past
precedents. When working its way into new areas of the
law, courts should be less reluctant to take a minimalist
approach.

Empirical analysis of the content of judicial opinions,
consequently, should incorporate information about
not just individual opinions but their place in the larger
body of doctrine to which they contribute. Is an opinion
opening a new line of doctrine, or is the case further
refining regions of the fact space that have been at
least broadly staked out by past precedent? Is an opin-
ion creating a carve out or simply shifting the implied
threshold between judgments? These questions take
on greater significance for empirical inference in light
of our analysis.

Fact patterns and the path of law. Second, our theo-
retical framework helps make sense of previously in-
tractable theoretical dilemmas concerning what we can
infer from the pattern of cases high appellate courts

decide. Most specifically, scholars of the U.S. judiciary
have debated what can be learned from studying the
select cases the U.S. Supreme Court chooses to de-
cide (e.g., Cross 1997; Friedman 2006). However, schol-
ars have developed consequential theories of judicial
decision-making that extrapolate from the relationship
between case facts and judicial choice to overarch-
ing conjectures about how courts construct law (e.g.,
Kritzer and Richards 2002). Notably, much of this work
has been criticized recently for limitations in its empir-
ical strategy (Lax and Rader 2010). Further, as Kastel-
lec and Lax (2008) demonstrate, what we might infer
about judicial preferences and rule-making from rela-
tionships between facts and voting patterns depends
crucially on the underlying theory of case selection.
When does the Court refine law by selecting factually
similar cases? When does the Court reach out to new
factual scenarios not previously considered? While our
model cannot predict what the precise path will be
through a set of case facts, it does provide a theoretical
framework for understanding the incentives a court
faces and, as a consequence, how a court will work its
way through the path of law.

Future empirical analyses of the role of facts in judi-
cial choice, especially in the context of supervisory, ap-
pellate courts, will therefore benefit from considering
not just what the particular facts of a given case are, but
also how they relate to the facts of past cases. Empirical
specifications, such as the models used to evaluate ju-
risprudential regimes, evaluate the predictive power of
particular facts for given cases. From those estimates,
they draw inferences about what the underlying struc-
ture of the doctrine is, typically interested to see if
the doctrine has changed at given points in time. Our
model suggests that those analyses may be misspeci-
fied, because in order to know what we can infer from
correlations between facts and legal outcomes about
the underlying doctrine, we must incorporate informa-
tion about past cases’ factual relationships to current
cases. The doctrinal structure can only be inferred by
reference to the collection of fact-outcome pairs that
have accumulated over time.

Closing and revisiting legal questions. A third empir-
ical implication concerns the decision by a court to
reopen an area of law previously thought to be estab-
lished decisively. For example, consider The Colonial
Ordinance of 1647, which established, in part, private
land ownership of beaches. The consequence is that
landowners with beachfront property could in prin-
ciple own the beach itself and refuse access to the
beach to anyone they so wished. The Ordinance was
the subject of litigation in various cases during the
19th century, and it was more-or-less concluded that
the state could grant such rights. In the 1980s, though,
the State of Maine sought to reclaim the beaches from
private property owners in the Town of Wells to al-
low public access to the beaches. The Ordinance was
once again the subject of extensive litigation, though
the courts continued to uphold the private property
owners’ rights, denying public access to the beaches
(see Bell v. Town of Wells 557 A.2d 168 (1989)).
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However, the story does not end, as the State Supreme
Judicial Court of Maine continues to hear new cases
about public access rights for the beaches in Maine
under the Colonial Ordinance (e.g., Feals 2014). Why,
after hundreds of years, did the courts decide to revisit
these questions about public access to the beaches?
Our model suggests one possible account—new fact
patterns not previously considered. Public beach use
in the 17th century was very different, as it was only
in the 20th century that the leisurely use of beaches by
the public became common. In terms of our model, the
courts have been confronted with factual scenarios—
involving public access to beaches for leisure—that are
very different from those cases where the court has
previously determined the legal outcomes. Our model,
then, provides theoretical groundwork for predicting
and explaining empirical patterns of judicial resolution
and reconsideration of legal questions over time.

DISCUSSION AND CONCLUSION

Beyond the model’s empirical implications, we con-
clude with a number of normative issues implicated by
our analysis and further questions one might extend
our analysis to consider.

Analogical reasoning. While it is widely understood
that judges reason by analogy, there exists controversy
over the normative implications of legal analogical
reasoning—namely, about whether it produces effi-
cient and predictable legal outcomes. Analogical rea-
soning in our model takes a particular form, exhibiting
several characteristics that resonate closely with ex-
perience. The first is which precedents are used and,
more surprisingly, which are not used. Lower Court
judges in our model discard all precedents that are
not the nearest. Lawyers and judges follow a similar
process in practice and we adopt their terminology in
referring to the precedents used as on-point precedents
(they are also known as controlling precedents). The
selection of on-point precedents in practice—in line
with the nearest precedents in our model—are those
most similar to the case under consideration. To the
standard intuition, we add the nuance that directional
information also matters. Thus, the courts look for the
nearest precedent in either direction, even if these
cases are not necessarily the closest in an absolute
sense.

A second characteristic that resonates with reality is
how judges balance precedent. Judges in our model do
not weight precedent equally. Rather, the judges bal-
ance according to how similar—or relevant—are the
particular case facts to the case at hand. This resonates
with the balancing tests that are applied by judges in
practice to determine which judgment should be fol-
lowed.

A third, and perhaps most important, characteris-
tic is that analogical reasoning in our model matches
the underlying logic of the process as it is applied in
practice. Legal theorists have long critiqued analogical
reasoning (and legal realism more broadly) as lacking
a coherent vision. This is a point that Sunstein, the

leading proponent of analogical reasoning, concedes.
Indeed, he goes further, observing that judges are often
unable to even articulate the logic of their judgments.
Sunstein (1993, 747) writes

But it is characteristic of reasoning by analogy, as I un-
derstand it here, that lawyers are not able to explain the
basis for these beliefs in much depth or detail, or with full
specification of the beliefs that account for that theory.
Lawyers (and almost all other people) typically lack any
large scale theory.

Our model offers a potential resolution of this ambi-
guity. The Lower Court judges in our model similarly
cannot articulate a broad vision or theory of the legal
environment they operate in. Indeed, it is not even
necessary that they possess any theoretical knowledge
of the underlying environment. Yet, we show that these
judges are nevertheless able to operate efficiently by
simply applying the power of analogy across existing
precedent.

Case and doctrinal reversals. The results of our anal-
ysis rationalize two empirical regularities in judicial
decision making. In particular, the expansion of prece-
dent over time explains why it might be that courts
decide identical cases differently at different points in
time. These reversals are possible from both Lower
and Higher Courts. The Higher Court may simply over-
rule a Lower Court decision should it hear the exact
same case facts. And even when it doesn’t overrule,
the revelation of precise outcome information in the
new precedent will almost surely change the beliefs
of the Lower Courts for neighboring cases, and this
leads the Lower Courts to issue different judgments
on some cases to what they would have handed down
previously.

These reversals come about from the implications
of Higher Court actions rather than being direct re-
versals themselves. As constructed, the model does
not provide a reason for the Higher Court to reverse
itself on any particular case facts. It is not difficult,
however, to see routes to extend the model in which
Higher Court reversals become a possibility and, there-
fore, an input and constraint on judicial decision mak-
ing. One possibility is to relax the assumption about
the theoretical knowledge held by the Lower Courts.
We have assumed that the Lower Courts know the
value of the drift term, μ, and, therefore, are able
to extrapolate correctly in forming beliefs over ex-
ploratory cases. A reasonable alternative perspective
is that the Lower Courts do not possess this knowl-
edge and that they require additional guidance on
cases of exploration beyond precedent. In such a sit-
uation, the Higher Court would need to issue doctrinal
guidance to Lower Courts, conveying an opinion on
how to rule on cases of exploration. As such guidance
would be tentative, it follows that it may need to be
reversed should the Higher Court hear an exploratory
case itself an update precedent. Notably, this possibility
emerges only on cases of exploration and not on cases
of exploitation; thus, doctrinal reversals occur, as we’d
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expect in practice, only in new, exploratory areas of the
law.

Another possibility is to think of the case space
itself as revealing new possibilities. Substantively, we
might consider these instances as examples where
new dimensions relevant to the Court’s evaluation
of cases may present themselves (e.g., Gennaioli and
Shleifer 2007). Consider our example of search and
seizure. During the late 18th century, when the Fourth
Amendment was written, the idea of wiretaps was
beyond imagination. Later, as technology evolved,
so too did Fourth Amendment jurisprudence. How-
ever, today we see new challenges arising that present
factual scenarios outside of the realm of possibility
during the mid-20th century, when doctrine devel-
oped to suit to types of searches and privacy ques-
tions that were then the universe of things to be con-
sidered. Today, cell phones and electronic commu-
nication present unique opportunities to distinguish
questions that would have, before their time, been
otherwise indistinguishable. (Alternatively, one might
interpret such an example as an instance in which the
assumed fixed interval of case facts changes.) These
types of changes in the world could necessitate a
reconsideration of precedent by the Higher Court
in order to maintain a workable, effective doctrine.
Such dynamics are also likely to have particular im-
port in the context of another extension—divergence
of preferences among courts—which we take up
next.

Nonaligned preferences. By assuming judges share
preferences over how to dispose of cases—i.e., the
judges are a “team” (Kornhauser 1995)—we have iso-
lated one particular tension for the Higher Court.
Namely, we focus on the informational challenges in
choosing cases to learn about and communicate doc-
trine under conditions of complex policy and uncer-
tainty. Were the Lower Courts to diverge from the
Higher Court with respect to the threshold for distin-
guishing between judgments (for example, the Lower
Courts preferred J (p) = E if and only if ψ(p) > ε > 0),
there may arise instances of agency loss or shirking on
the part of the Lower Courts. As a consequence, we
may encounter incentives to articulate doctrine that
is not in line with the Higher Court’s own preferred
threshold. This may involve endowing Lower Courts
with authority either by entrusting them with doctrine-
making capacity (e.g., Gailmard and Patty 2013) or
crafting doctrine that contains room for discretion
in rule-application (e.g., Lax 2012; Staton and Van-
berg 2008). It may also involve modifying the precise
rule communicated (e.g., Carrubba and Clark 2012)
or, more interestingly, deliberate obfuscation in the
doctrine communicated. These actions may sway the
Lower Courts toward the preference of the Higher
Court, but themselves impose costs as the Lower
Courts are restricted in their ability to reason by anal-
ogy. We expect the magnitude of the agency problem—
in terms of the volume of cases, the degree of prefer-
ence divergence, or the degree of informational asym-
metry across the levels of the hierarchy—will condition

how a court might use tools of discretion and insincere
doctrinal articulation.

Endogenous emergence of stare decisis. Finally, our
model and potential extensions of the framework point
provide analytic insight not just into why courts might
sometimes reverse themselves but also into why courts
strongly avoid reversing themselves. Indeed, the frame-
work we propose suggests a rationale for the practice
of stare decisis, the doctrine which holds that courts
should not reconsider questions they have already an-
swered. Stare decisis in practice is a stronger norm
at higher levels of the judicial hierarchy than it is at
lower levels. In the model, we note that we do not
impose any exogenous requirement that the Lower
Court follow precedent or adjudicate consistently with
doctrine, although respect for precedent follows imme-
diately from the assumption of common interest across
the courts; nevertheless, the observed pattern emerges
endogenously. Given the prominence of stare decisis in
legal systems around the world, models of the judicial
process that can integrate the complexity of law, the
method of legal reasoning, and the endogenous sup-
port for multiple norms of institutional behavior mark
a step towards more comprehensive theories of the
law.

Proofs of Formal Results

This section contains the proofs of the formal statements. A
good part of the proofs are developed in the equations and
discussion in the article. We focus here on developing the
remaining key steps and intuition for the proofs.

Proof of Property 1: The optimal ruling follows from linear
utility, the expression for E [ψ (p)] in Equation (1), and the
expression for expected utility in Equation (5) that is calcu-
lated independently. �

Proof of Property 2: This follows the same argument as that
for Property 1, with the expression for E [ψ (p)] coming in-
stead from Equation (3). �

Proof of Proposition 1: Consider the standard exploitative
cases on the bridge between (x, t) and (y, b), where t > 0 > b
and x < y. Without loss of generality, normalize the end
points of the bridge to (0, 1) and (1, b), with b ≤ −1 (so
that the right end of the bridge is lower than the left end
is higher), and the 0 threshold is crossed at some p∗ ≤ 1

2 .
We proceed point by point. Suppose case facts p ∈ (x, y) is
heard and consider the impact on some q ∈ (x, y), where most
frequently we have q 	= p.

Our first step is to demonstrate that the marginal gain in
utility at q is strictly increasing in σ. Recall from Equation (5)
that expected utility is independent of σ, thus all marginal
gains are relative to the same benchmark.

Upon hearing case facts p, the bridge between x and y is
split into two bridges, one between 0 and p and the other
between p and 1. The expected outcome of p is the realiza-
tion of a normally distributed random variable of variance
p (1 − p) σ2 (and the outcome is observed precisely). The
expected outcome for all other case facts are now given by
the points on the newly formed bridges. As the bridges are
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linear, the expected outcome for all other case facts change
according to a random variable with standard deviation pro-
portional to how far along the bridge the point is. (The key
part of the logic here is that although the value of ψ (q) is not
observed precisely for q 	= p, the expected value is updated
with the revelation of ψ (p) in such a way as if it had, albeit
with a signal of lower precision.)

Formally, for case facts q ∈ (0, p) the change in the value of
E [ψ (q)] is given by a normal distribution of mean zero and
standard deviation: σp

q = q
p σ

√
(1 − p) p. And for case facts

q′ ∈ (p, 1) the change in the value of E [ψ (q′)] is given by
a normal distribution of mean zero and standard deviation:
σ

p
q′ = 1−q′

1−p σ
√

(1 − p) p. These expressions are both strictly in-
creasing in σ.

The analysis of points on both bridges is identical, so with-
out loss of generality, consider case facts q ∈ (0, p). Property 1
established that the decision rule follows the realization of
E [ψ (q)]. Following the discussion in the The Value of Certio-
rari section, utility is gained when a realization is observed on
the opposing side of the zero threshold. With linear utility, the
expected gain from receiving a signal is the expected value
of outcomes on the opposing side of zero multiplied by two
(as the judgment at q is changed and the payoff—which is of
constant amount—goes from a negative to a positive). The
expected outcome at q is μq = 1 − q(1 + b), and the standard
deviation is σp

q , from above. Supposing without loss of gen-
erality that μq ≥ 0, the marginal utility at q of hearing p is
given by

Vp
q = 2

∫ 0

−∞
−zφ

(
z|μq, σ

p
q

)
dz = 2

∫ 0

−∞
−z

1

σ
p
q

√
2π

e
− (z−μq)2

2(σ
p
q )2

dz,

(6)

where φ
(
z|μq, σ

p
q

)
is the pdf of the normal distribution with

mean μq and standard deviation σp
q . Renormalizing around

zero for clarity, and integrating, this becomes

Vp
q = 2

∫ ∞

μq

(z − μq)
1

σ
p
q

√
2π

e
− z2

2(σ
p
q )2

dz

= 2

σ
√

2π
σ2

[
e− z2

2σ2

]∞

μq

− μq
[
1 − �

(
μq|0, σp

q

)]

= 2σ√
2π

e− μ2
q

2σ2 − 2μq + 2μq.
1
2

[
1 + 2

π

∫ μq
σ

p
q

√
2

0
e−x2

dx

]
.

(7)

Differentiating with respect to σp
q and simplifying,

dVp
q

dσ
p
q

= 2e
− (μq)2

2(σ
p
q )2

√
2π

(
1 + (μq)2

(σp
q )2 − (μq)2

(σp
q )2

)
= 2e

− (μq)2

2(σ
p
q )2

√
2π

> 0.

(8)

As σq
p is increasing in σ, this implies that dVp

q
dσ

> 0. Thus, the
value to q of hearing case facts p is strictly increasing in σ.

Our second step is to compare points pairwise. From the
values of σp

q and σ
p
q′ above, we have

d
dp

(
σp

q

) = d
dp

(
σ

q
p

√
(1 − p) p

)
= d

dp

(
σq

√
1 − p

p

)

= −qσ

2

√
1

p (1 − p)
.
1
p

< 0

d
dp

(
σ

p
q′

)
= d

dp

(
σ

1 − q
1 − p

√
(1 − p) p

)

= d
dp

(
σ (1 − q)

√
p

1 − p

)

= σ
1 − q

2

√
1 − p

p
.

1

(1 − p)2

= σ
1 − q

2

√
1

p (1 − p)
.

1
(1 − p)

> 0

Now compare two points: x1 = p̂ − � and x2 = p̂ + �, for
� ≤ p̂, where x1 is on the left bridge and x2 on the right-side
bridge. The above expressions then become

d
dp

(
σp

x1

) = −σ
x1

2

√
1

p (1 − p)
.
1
p

, and,

d
dp

(
σp

x2

) = σ
1 − x2

2

√
1

p (1 − p)
.

1
(1 − p)

Taking the ratio

− d
dp

(
σp

x1

)
d
dp (σp

x2 )
= x1

1 − x2
.
1 − p

p
= p̂ − �

1 − p̂ − �
.
1 − p

p
, (9)

at p = p̂, we have

− d
dp

(
σp

x1

)
d
dp (σp

x2 )
= p̂ − �

1 − p̂ − �
.
1 − p̂

p̂
= p̂ − �

p̂
.

1
1−p̂−�

1−p̂

=
1 − �

p̂

1 − �
1−p̂

≤ 1 if p̂ ≤ 1
2
, (10)

with the inequality strict if p̂ < 1
2 . This implies that the

marginal decrease in standard deviation at x1 is dominated
by the marginal increase in standard deviation at x2. At
p̂ = p∗ < 1

2 , the distributions at x1 and x2 have means that
are equally distant from zero but with differing standard
deviations, specifically σp

x2
> σp

x1
as p∗ < 1

2 .
Differentiating Equation (8),

d2Vp
q

d (σp
q )2 = 2e

− (μq)2

2(σ
p
q )2

√
2π

(μq)2

(σp
q )3 > 0. (11)

This says that a unit increase in standard deviation is more
valuable at x2 than at x1. Combined with Equation (10), we
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have that at p∗, an increase in p increases utility at x2 by
more than it decreases utility at x1. Aggregating across all
matched pairs, we conclude that expected utility is increasing
in p for the set of case facts (0, 2p∗). The remaining case
facts, (2p∗, 1), are on the right-side bridge. For these cases the
reduction in variance from hearing p is increasing in p, which
by the argument above and Equation (8) implies expected
utility is increasing in p. Thus, at p = p∗ outcome expected
utility is strictly increasing in p and p∗ cannot be the optimal
case to hear. The reverse logic holds when p∗ > 1

2 .
Parts (i) and (ii) of the proposition are perfectly analo-

gous, so without loss of generality consider Part (i), the situ-
ation analyzed above, and suppose p̂ < p∗. The inequality in
Equation (10) continues to hold and is strict. The compar-
ison of x1 and x2 now involves different standard devia-
tions and expected values that are not equally distant from
the zero threshold; specifically, μx1 >

∣∣μx2

∣∣. Differentiating
Equation (8) with respect to μq, however, gives

d2Vp
q

dσ
p
q dμq

= 2e
− (μq)2

2(σ
p
q )2

√
2π

−μq

(σp
q )2 < 0. (12)

This, combined with Equation (11), implies that the marginal
value of an increase in standard deviation is greater at x2

than at x1. Thus, the logic of the previous proof at p = p∗

generalizes to all p̂ < p∗. A rearrangement of terms shows
that a similar dominance relationship exists for all p̂ > 1

2 ,
and, therefore, the optimal p must lie in the interval

(
p∗, 1

2

)
,

as required.
Part (iii). Requires b = −1, which implies that p∗ = 1

2 .
At t = |b| = 1, the ratio in Equation (9) is exactly one and
the matched points x1 and x2 have equal standard deviation
and collectively span the entirety of the bridge [0, 1]. This
implies that marginal expected utility is zero at p = p∗ as
required. �

Proof of Proposition 2: The result follows from an analogous
pairwise matching of case facts as in the proof of Proposi-
tion 1, noting that the expected outcome of case facts closer
to the lower end of the bridge are closer to zero than at the
higher end. �

Proof of Proposition 3: The result follows from an analogous
pairwise matching of case facts as in the proof of Proposi-
tion 1, noting that for pairs of case facts with outcomes on
either side of zero, the variance is higher for for case facts on
the opposite side of zero to the on point precedent. �

Proof of Proposition 4: The path of E [ψ (p)] is continuous,
from Properties 1 and 2. Consider an interval of standard
exploitative cases. Linearity of the bridge implies the cut
point of zero is unique. Hearing a case on the bridge splits
the bridge into two. Linearity and continuity implies that, for
both bridges combined, a unique crossing exists and doctrinal
complexity is unchanged. For the doctrinal cut point to re-
main unchanged, we require ψ (p) = E [ψ (p)], a zero proba-
bility event. For nonstandard cases the initial bridge does not
cross zero. Thus doctrinal complexity cannot decrease and a
realization as in Figure 3 demonstrates the possibility of an
increase. An increase occurs only for outcomes on one side

of the expected outcome, and thus occurs with less than 1
2

probability.
These arguments also hold for exploratory cases by apply-

ing the fact that E [ψ (p)] → ±∞ as p → ±∞. �

Proof of Proposition 5: Suppose the Higher Court hears ex-
ploratory cases until a bridge is formed that crosses zero (i.e.,
until a standard exploitative case exists); by Proposition 3
this happens with probability greater than 1

2 each period and,
therefore, with probability one in finite time. Consider now
experimenting on the bridge. It is straightforward to show
that the expected utility from a bridge is linear in the width of
the bridge. As the width of the bridge approaches zero, there-
fore, expected utility approaches zero and the variance of any
case facts on the bridge also approach zero. It follows that the
value of hearing new cases on the bridge approaches zero as
more cases are heard, and, for fixed cost of hearing cases, the
Higher Court eventually stops in finite time. The same logic
applies to any bridge that does not span zero (and contain
nonstandard cases). The Court can then return to hearing
cases on the flanks and the process just described iterates. By
construction, the right-most precedent has ψ (p̄r) < 0 and
for hearing cases to be worthwhile, p − p̄r is bounded away
from zero. With probability 1, therefore, a ψ (p) is eventually
realized that is sufficiently distant from zero to make hearing
further cases unprofitable. The same logic applies to cases
p < p̄l and with probability one the Court stops hearing new
cases in finite time. Finally, note that this argument does not
require the clean separation of stages (the Court can switch
between exploratory and exploitative cases and the logic still
applies). �

Proof of Proposition 6: From Equation (8) in the proof of

Proposition 1 we have that dVp
q

dσ
> 0. This says that marginal

utility at case facts q is strictly positive when case facts p is
heard by the Higher Court, for all q for which p becomes an
on point precedent. As this holds for arbitrary q, marginal
expected utility is increasing in σ and the result follows. �
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